
A NOTE ON INITIAL SEGMENTS OF THE ENUMERATION

DEGREES

THEODORE A. SLAMAN AND ANDREA SORBI

Abstract. We show that no nontrivial principal ideal of the enumeration

degrees is linearly ordered: In fact, below every nonzero enumeration degree
one can embed every countable partial order. The result can be relativized

above any total degree: If a,b are enumeration degrees, with a total, and

a < b, then in the degree interval (a,b), one can embed every countable
partial order.

1. Introduction

A distinguishing feature of enumeration reducibility (for short, e-reducibility)
compared to the main computability theoretic reducibilities, including Turing re-
ducibility, is downwards density, i.e., the nonexistence of minimal elements in the
poset of the corresponding degree structure. Whether or not there exists a minimal
enumeration degree (for short, e-degree) was in fact an open problem for some years,
raised iby Rogers [10, p. 282], and finally answered in the negative by Gutteridge [4]:
See [2] for a printed presentation of Gutteridge’s result.

The purpose of this note is to show that downwards density can always be
accompanied by incomparability. Indeed the following holds, where 0e denotes the
least e-degree:

Theorem 1.1. For every e-degree b > 0e the interval (0e,b) contains incomparable
degrees, in fact one can embed every countable partial order in it.

The previous theorem can be partially relativized as follows (recall that an e-
degree is total if it contains the graph of a total function):

Theorem 1.2. If a,b are e-degrees, with a total, and a < b, then in the degree
interval (a,b), one can embed every countable partial order.

In fact Theorem 1.1 is a particular case of Theorem 1.2, as 0e is total.
Our notations and terminology regarding computability theory are standard,

and can be found for instance in [3] or [13]. Let {We : e ∈ ω} be the standard
numbering of the computably enumerable sets, together with suitable computable
approximations {W s

e : e, s ∈ ω} consisting of finite sets. Then Φe and Φse are the
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enumeration operators (for short, e-operators) defined by We and W s
e , respectively.

If Φ is an e-operator, defined, say, by the c.e. set W , then we write ΦA to denote
the image of the set A under Φ,

ΦA = {x : (∃ finite D)[〈x,D〉 ∈W and D ⊆ A]}.

We use ≤e to denote e-reducibility, i.e., A ≤e B if A = ΦB for some e-operator
Φ; we denote by dege(A) the e-degree of A. We say that two sets A and B are
e-incomparable if neither A ≤e B nor B ≤e A. Finally, we use the notation ω[i] =
{〈i, x〉 : x ∈ ω}, where 〈. , .〉 is the Cantor pairing function.

2. The Main Lemma

In this section we present the main combinatorial argument on which Theo-
rem 1.1 and Theorem 1.2 are based, i.e., we show (Lemma 2.3, called the Main
Lemma) how to construct a computably independent collection of e-degrees below
a given nonzero e-degree, which immediately yields Theorem 1.1. In Section 3 we
will then indicate how to modify the proof of Lemma 2.3 to get Theorem 1.2.

A countable set of e-degrees {ai : i ∈ ω} is computably independent, if for every
i ∈ ω, we have that

ai �e
⊕
r 6=i

ar,

where, for every family {Ar : r ∈ R} of sets, with R ⊆ ω, we set⊕
r∈R

Ar =
⋃
r∈R
{r} ×Ar, and

⊕
r∈R

dege(Ar) = dege

(⊕
r∈R

Ar

)
.

Lemma 2.1. If (x,y) is an interval of e-degrees which contains a computably
independent set of degrees then every countable partial order can be embedded in
the interval.

Proof. The proof of this follows the pattern of the proof of the analogous result for
the Turing degrees, due to Sacks [11]: See for instance [7] for an adaptation of this
proof to the e-degrees. �

We recall:

Lemma 2.2 (Lagemann [6]). If b > 0e, and b contains a ∆0
2 set, then below b

one can embed every countable partial order.

Proof. See [6]. A clear exposition of the proof can be found also in [8]. It is worth
mentioning that under the assumption, one can always find embeddings with ranges
included in the ∆0

2 e-degrees. �

We are now ready to prove the main result of this paper:

Lemma 2.3 (Main Lemma). There exists a collection of e-operators {Θr : r ∈ ω},
such that, for every set B, if B /∈ ∆0

2 then {dege(Θ
B
r ) : r ∈ ω} is computably inde-

pendent.

As a corollary, we have:

Corollary 2.4. Every countable partial order can be embedded below any e-degree
b > 0e. In particular, below any e-degree b > 0e there exist incomparable e-degrees.
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Proof. Let b > 0e, and let B ∈ b. Let {Θr : r ∈ ω} be the e-operators given by the
Main Lemma: Either the collection {dege(Θ

B
r ) : r ∈ ω} is computably independent

and then we can apply Lemma 2.1 relative to the interval (0e,b), or B ∈ ∆0
2, but

in this case the result is guaranteed by Lemma 2.2. �

Proof of Main Lemma. We use a variation on Gutteridge’s basic ideas, that are
behind his proof of the nonexistence of a minimal e-degree, to build e-operators
{Θr : r ∈ ω} such that, for every B, if {dege(Θ

B
r ) : r ∈ ω} is not computably inde-

pendent, then B ∈ ∆0
2. Recall that Gutteridge builds an e-operator Θ such that,

for every set B:

• If ΘB is computably enumerable, then B ∈ ∆0
2;

• if B ≤e ΘB then B is computably enumerable.

Thus, if B is not computably enumerable then either B is ∆0
2, in which case the

e-degree of B can not be minimal by Lemma 2.2 (Lagemann’s proof relies on a
previous result by Gutteridge [4] showing that every nonzero ∆0

2 e-degree properly
bounds a nonzero e-degree); or ∅ <e ΘB <e B.

The requirements. We want to build e-operators {Θr : r ∈ ω} such that the fol-
lowing requirements are satisfied, for every i, r ∈ ω:

Rri : (∀B /∈ ∆0
2)

[
ΘB
r 6= Φ

⊕
j 6=r ΘBj

i

]
.

We will ensure that for every r, Θω
r ⊆ ω[r], thus, for every c.e. set R, and every set

B, ⊕
r∈R

ΘB
r ≡e

⋃
r∈R

ΘB
r ≡e

(⋃
r∈R

Θr

)B
,

so that, writing Θ6=r =
⋃
j 6=r Θj , we may assume that the requirement Rri has in

fact the form (∀B /∈ ∆0
2)[ΘB

r 6= Φ
ΘB6=r
i ].

We also fix a computable linear ordering of the requirements, with least require-
ment R0

0.

Notations and terminology for binary strings. Let 2<ω be the full binary
tree. The symbol λ denotes the empty string; |σ| denotes the length of σ, and we
define

σ=1 = {i < |σ| : σ(i) = 1}.
If τ is a prefix of σ then we write τ ⊆ σ, with τ ⊂ σ meaning that τ ⊆ σ but τ 6= σ.
We write σ < τ to denote that either |σ| < |τ |, or |σ| = |τ | and σ precedes τ in
the reverse lexicographical order, i.e., on the least bit i on which σ and τ differ, we
have that σ(i) = 1 and τ(i) = 0; finally, σ ≤ τ stands for σ < τ or σ = τ . Notice
that < is a linear ordering on strings: We say that σ has higher priority than τ if
σ < τ .

Given a set B, we use the same symbol B to denote both the set and its charac-
teristic function, relying on the context to clarify which one is which: For instance,
if we write σ=1 ⊆ B or |σ| ∈ B then we mean the set, whereas if we write σ ⊂ B
then we mean the characteristic function of the set (specifically, σ ⊂ B means that
the string σ is a prefix of the characteristic function of B).
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For σ 6= λ, let σ− denote the unique string σ− ⊂ σ such that |σ| = |σ−| + 1.
If σ ⊂ B, then let σ+,B denote the string immediately following σ along B, i.e.,
σ+,B = B � (|σ|+ 1).

Brief description of the strategies, and their environments. The construc-
tion is by stages. At stage s, for every r ∈ ω, we define a finite approximation Θs

r

to the e-operator Θr (such that the predicate x ∈ Θs
r is computable), and for every

σ ∈ 2<ω, we specify the current states of several parameters relative to σ. In detail:
We set the value R(σ, s) of a requirement assigned to σ, such that eventually,

limsR(σ, s) = R(σ) exists. If R(σ, s) = Rri , for some r and i, let r(σ, s) = r; we
write r(σ) = lims r(σ, s), hence r(σ) = r if, for some i, R(σ) = Rri . We will also
write Θs

σ = Θs
r(σ,s), Θs

6=σ = Θs
6=r(σ,s), and Φsσ = Φsi (if R(σ, s) = Rri , for some i);

and similarly Θσ = Θr(σ), Θ6=σ = Θ6=r(σ), and Φσ = Φi (if R(σ) = Rri , for some i).
Finally, we set also the value of a parameter j(σ, s), for which eventually we

have that lims j(σ, s) = j(σ) exists, the limit being reached at the same stage as
for R(σ). The parameter j(σ, s) will be chosen from the set ω[r(σ,s)].

Each σ ∈ 2<ω can be regarded as a strategy working towards satisfaction of the
currently assigned requirement R(σ). The strategy for σ can be roughly described
as follows:

(1) appoint a witness j(σ) and add a validating axiom 〈j(σ), σ=1 ∪ {|σ|}〉 ∈ Θσ;

(2) wait for an opportunity of restraining j(σ) ∈ Φ
ΘB6=σ
σ , any B ⊃ σ, by re-

straining j(σ) ∈ Φ
Θσ

=1

6=σ
σ without interfering with higher priority strategies

τ < σ: This can be done since, due to the form of the validating axioms, σ
has a good guess on which j(τ), with τ < σ, are in ΘB

τ . If this restraining
opportunity arises (say in this case that j(σ) becomes realized), then dump
(possibly injuring lower priority strategies), i.e., permanently restrain in
Θ 6=σ using axioms of the form 〈x, ∅〉 ∈ Θr, all other elements needed to

hold j(σ) ∈ Φ
ΘB6=σ
σ ;

(3) notice, if j(σ) becomes realized then any B ⊃ σ, with |σ| /∈ B, satisfies the
currently assigned R(σ): Define R(σ̂0) to be the next requirement to be
satisfied, and repeat R(σ̂1) = R(σ). Dually, if j(σ) is not realized then any
B ⊃ σ, with |σ| ∈ B, satisfies the currently assigned R(σ): Define R(σ̂1)
to be the next requirement to be satisfied, and repeat R(σ̂0) = R(σ).

The above actions are of course framed in a (finite) priority argument. For every
σ, the limit values R(σ) and j(σ) can be recovered in a ∆0

2 fashion: For these limit
values, along any set B, we have that R(τ) ≤ R(σ) for τ ⊆ σ, and R(τ) 6= R(τ+,B)
implies that R(τ+,B) is the requirement immediately following R(τ) in the order
of the requirements. Thus either all requirements are realized along B (giving that
B satisfies all requirements, as R(τ) 6= R(τ+,B) means that B satisfies R(τ)); or
the sequence of requirements eventually becomes constant along B: In this case,
since we can decide in a ∆0

2 fashion whether or not j(σ) becomes realized, for a
sufficiently long given σ we can also decide B(|σ|) in a ∆0

2 fashion, as B(|σ|) is the
values that makes B not to satisfy R(σ), namely B(|σ|) = 1 if and only if j(σ) is
not realized.

The construction. We now present the formal construction. At stage s + 1 any
parameter retains the same value as at s, unless otherwise specified.
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Definition 2.5. We say that a finite set F is σ-accessible at s+1, if F∩ω[r(σ,s+1)] =
∅, and

F ∩ {j(τ, s+ 1) : τ ≤ σ} ⊆ {j(τ, s+ 1) : |τ | < |σ| and τ=1 ∪ {|τ |} ⊆ σ=1}.
We say that j(σ, s+ 1) is realized at s+ 1 if there exists a σ-accessible finite set F ,

such that j(σ, s+ 1) ∈ Φsσ
F .

Definition 2.6. We initialize σ at stage s, by setting j(σ, s) and R(σ, s) to be
undefined. At stage s + 1 we say that σ is initialized, if j(σ, s) and R(σ, s) are
undefined.

Stage 0. Let R(λ, 0) = R0
0; pick j(λ) ∈ ω[0], and let j(λ, 0) = j(λ); let Θ0

0 =
{〈j(λ), {0}〉}, and Θ0

r = ∅ for all r 6= 0; initialize all σ 6= λ. (Notice, λ will never
be initialized, so, for every s, j(λ, s) = j(λ), and R(λ, s) = R0

0.)

Stage s + 1. Pick the <-least string σ which is initialized, or j(σ, s + 1) becomes
realized at s+ 1 (and was not realized at s):

(1) If σ is initialized, then define R(σ, s+ 1) = R with
(a) R is the least requirement such that R /∈ {R(τ, s+ 1) : τ ⊂ σ}, if either

j(σ−, s + 1) is not realized and σ(|σ|) = 1, or j(σ−, s + 1) is realized
and σ(|σ|) = 0;

(b) R = R(σ−, s+ 1), otherwise;
define j(σ, s+1) to be a new number in ω[r(σ,s+1)]; add the validating axiom

〈j(σ, s+ 1), σ=1 ∪ {|σ|}〉 ∈ Θs+1
σ ;

(2) otherwise, i.e., σ is not initialized, and j(σ, s) becomes realized at s + 1,
and F is a corresponding least σ-accessible finite set, then for every x with

x ∈ F − {j(τ, s+ 1) : τ ≤ σ},
σ-dump x into Θ6=σ, i.e., add the axiom 〈x, ∅〉 ∈ Θs+1

r , if x ∈ ω[r].

In either case, we say that σ acts at s+ 1.
Go to stage s + 2, and initialize all strings τ , with τ > σ. (Notice that at each

stage there always is a string that acts.)

Thie ends the construction. For r ∈ ω, let Θr =
⋃
s Θs

r.

Proof that the construction works. The proof breaks down into the following
claims.

Claim 1. For every σ, lims j(σ, s) = j(σ) and limsR(σ, s) = R(σ) exist. Moreover,
for every σ1, σ2,

σ1 ⊆ σ2 ⇒ R(σ1) ≤ R(σ2),

and if R(σ) 6= R(σ−) then R(σ) immediately follows R(σ−) in the ordering of the
requirements.

Proof. The proof that lims j(σ, s) and limsR(σ, s) exist is by induction on the
position n of σ in the order <. For n = 0, notice that, for every s, j(λ, s) =
j(λ, 0) = j(λ), and R(λ, s) = R(λ, 0) = R0

0.
Let τ and σ have positions n and n+ 1 respectively in the order <, and suppose

that the claim is true of τ : Let s0 be the least stage such that, for every s ≥ s0,
j(τ, s) = j(τ, s0) = j(τ) and R(τ, s) = R(τ, s0) = R(τ). Then either τ never acts
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after s0, in which case at s0 +1 we define the final values j(σ) and R(σ), or there is
a least stage s1 > s0 at which τ acts, in which case the final values j(σ) and R(σ)
are defined at s1 + 1.

The other claims about the mapping σ 7→ R(σ) are trivial by the definition of
R(σ, s). �

Justified by the previous claim, we may define:

Definition 2.7. For every σ, a stage t is σ-final if for every s ≥ t, we have that
j(σ, s) = j(σ) and R(σ, s) = R(σ).

(Notice, that, by initialization, if t is σ-final then we also have that for every ρ
with ρ ≤ σ, and s ≥ t, j(ρ, s) = j(ρ) and R(ρ, s) = R(ρ).)

Claim 2. The functions σ 7→ j(σ), σ 7→ R(σ) are ∆0
2.

Proof. Immediate by the Limit Lemma [12], since j(σ, s) and R(σ, s) are (extendible
to) computable functions, and one can effectively decide for every σ and s, whether
or not j(σ, s) is realized at s: Recall that {Φsi : i, s ∈ ω} is a computable sequence
of finite sets, and looking for a suitable σ-accessible set at stage s + 1 requires to
check the finitely many axioms 〈j(σ, s), F 〉 ∈ Φsσ. �

Claim 3. For every set B, and string σ,

j(σ) ∈ ΘB
σ ⇔ σ=1 ∪ {|σ|} ⊆ B.

Proof. Let sσ be the least σ-final stage. If σ=1 ∪ {|σ|} ⊆ B then j(σ) ∈ ΘB
σ , by

the validating axiom 〈j(σ), σ=1 ∪ {|σ|}〉 ∈ Θσ. On the other hand, this is the only
axiom for j(σ), as for every ρ and τ , the string τ can τ -dump j(ρ, s) into Θ6=τ only
if τ < ρ, and thus no τ can τ -dump j(σ) after sσ. �

Claim 4. If B /∈ ∆0
2 then there exists a strictly increasing sequence of prefixes of

B,

σ0 ⊂ σ1 ⊂ · · ·σn · · · ⊂ B
such that R(σn) 6= R(σ+,B

n ), and for every requirement R there exists n such that
R(σn) = R.

Proof. Suppose otherwise: By Claim 1 and the definition of the requirement as-
signment function, this amounts to assuming that there is σ ⊂ B be such that for
every τ ,

σ ⊆ τ ⊂ B ⇒ R(σ) = R(τ).

We claim in this case that B ∈ ∆0
2. Fix such a σ: We show how to use ∅′ as an

oracle to compute B(n), by induction.
If n < |σ| then B(n) = σ(n).
Let now n ≥ |σ|, and let τ = B � n. With oracle ∅′, compute j(τ), and decide

whether or not j(τ) is eventually realized (this is an existential question and thus
can be answered with oracle ∅′):

• If so, then B(n) = 1 (otherwise, the construction would make R(τ) 6=
R(τ+,B));

• if not, then B(n) = 0 (otherwise, again, the construction would make
R(τ) 6= R(τ+,B)).

�
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Claim 5. For every B and σ ⊂ B, j(σ) ∈ Φ
ΘB6=σ
σ if and only if j(σ) gets eventually

realized.

Proof. Let σ be given, and let sσ be a σ-final stage.

Assume that j(σ) ∈ Φ
ΘB6=σ
σ . Then there exists an axiom 〈j(σ), F 〉 ∈ Φσ such that

F ⊆ ΘB
6=σ. We claim that at any stage s ≥ sσ, this set F is σ-accessible. Clearly,

F ∩ ω[r(σ)] = ∅. Moreover, let τ ≤ σ: If |τ | < |σ| and y(τ) ∈ F then by Claim 3, in
order to have F ⊆ ΘB

6=σ we must have τ=1 ∪ {|τ |} ⊆ B, hence τ=1 ∪ {|τ |} ⊆ σ=1;

if |τ | = |σ| and τ 6= σ, then there exists some i ∈ τ=1 − σ=1, giving i /∈ B, thus
by Claim 3 j(τ) /∈ F , as j(τ) /∈ ΘB

τ ; if σ = τ , then j(σ) /∈ ΘB
6=σ as Θσ is not an

addendum of Θ6=σ, and thus j(σ) /∈ F . So at every stage s ≥ sσ, F is σ-accessible,
and j(σ) has the opportunity of becoming realized through F , if not so through a
different finite set.

In the other direction, suppose that j(σ) is realized at some s ≥ sσ, through a
suitable σ-accessible finite set F . By definition of a σ-accessible set, we have that
for every τ ≤ σ, if j(τ) ∈ F then, as σ=1 ⊆ B,

j(τ) ∈ Θσ=1

6=σ ⊆ ΘB
6=σ;

finally by σ-dumping of all the other elements of F into Θ6=σ, the action of σ

permanently makes F ⊆ ΘB
6=σ, yielding j(σ) ∈ Φ

ΘB6=σ
σ . �

Claim 6. If B /∈ ∆0
2, then the e-degrees of the sets ΘB

r are computably independent.

Proof. Assume that B /∈ ∆0
2. Let σn be a sequence of prefixes of B as in Claim 4.

We are now ready to show that for every requirement R, B satisfies R. To this end,
fix R, and let n be such that R(σn) = R. We claim that

B(j(σn)) 6= Φ
ΘB6=σn
σn (j(σn)).

We distinguish the following two cases:

(1) j(σn) never gets realized. In this case the following two properties hold,
which together imply that R is satisfied:

(a) j(σn) /∈ Φ
ΘB6=σn
σn : This follows from Claim 5.

(b) j(σn) ∈ ΘB
σn . This follows from Claim 3, using that σ=1

n ∪{|σn|} ⊆ B,

as B(|σn|) = 1 since R(σn) 6= R(σ+,B
n ).

(2) j(σn) eventually gets realized. The following hold:

(a) j(σn) ∈ Φ
ΘB6=σn
σn : This follows from Claim 5.

(b) j(σn) /∈ ΘB
σn . This follows from Claim 3, using that σ=1

n ∪{|σn|} * B,

as B(|σn|) = 0 since R(σn) 6= R(σ+,B
n ).

�

�

We conclude this section with an open question. An s-operator is an e-operator
Φ such that if 〈x,D〉 ∈ Φ then D = ∅ or D is a singleton. A set A is said to be
s-reducible to a set B (denoted by A ≤s B) if there exists an s-operator Φ such
that A = ΦB : It is easy to see that ≤s is indeed a reducibility, and thus one
can consider the corresponding degree structure, where the s-degree of a set A is
the equivalence class of A under the equivalence relation generated by ≤s. The
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s-degrees form an upper semilattice with least element, which, as in the case of 0e,
consists of all c.e. sets. (For more on s-degrees, and the importance of s-reducibility
among the subreducibilities of ≤e, see for instance [9].) Gutteridge’s proof of the
nonexistence of minimal e-degrees, and Lagemann’s proof of Lemma 2.2, build in
fact s-operators, and thus ipso facto yield results that hold of the s-degrees as well.
On the contrary, in our construction, the enumeration of the validating axioms
introduces e-operators that are not s-operators, and this seems to be necessary if
we want to exclude from σ-accessible sets elements j(τ) for τ < σ, but |τ | = |σ|.
So the following question arises naturally:

Question 2.8. Do there exist linearly ordered nontrivial principal ideals of the
s-degrees?

3. Proof of Theorem 1.2

We now show how to modify the proof of Theorem 1.1 to get Theorem 1.2. Given
a set A, we define an A-e-operator to be a set Θ which is computably enumerable
in A, and, as for plain e-operators, we let

ΘB = {x : (∃ finite D)[〈x,D〉 ∈ Θ & D ⊆ B]}.

Notice that if Θ is an f -e-operator, with f a total function, then ΘB ≤e f ⊕B, as
Θ ≤e f by totality, being Θ computably enumerable in f .

We need an appropriate relativized version of Lemma 2.2:

Lemma 3.1 (Lagemann [6]). If f <e B, with f a total function, and B ∈
∆f

2 , then every countable partial order can be embedded in the degree interval
(dege(f),dege(B)).

Proof. See [6]. �

So, let f <e B, where f is a total function. If B ∈ ∆f
2 , then the claim follows

from the previous lemma. To get the full result, we show:

Lemma 3.2 (Extended Main Lemma). There is a family {Θr : r ∈ ω} of f -e-

operators such that if B /∈ ∆f
2 then {dege(f ⊕ΘB

r ) : r ∈ ω} is a computably inde-
pendent set of e-degrees.

Proof. Carry out the proof of the Main Lemma with the following provisos:

Modified requirements. The requirements now are:

Rri : (∀B /∈ ∆f
2 )

[
ΘB
r 6= Φ

⊕
j 6=r(f⊕ΘBj )

i

]
.

Relativized Definition 2.5. Definition 2.5 should be modified as follows: A finite set
F is σ-accessible at s+ 1, if F ⊆ f ⊕G, G ∩ ω[r(σ,s+1)] = ∅, and

G ∩ {j(τ, s+ 1) : τ ≤ σ} ⊆ {j(τ, s+ 1) : |τ | < |σ| and τ=1 ∪ {|τ |} ⊆ σ=1}.

We say that j(σ, s+ 1) is realized at s+ 1 if there exists a σ-accessible finite set F ,

such that j(σ, s+ 1) ∈ Φsσ
F .
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Modified item (2) of Stage s + 1 of the construction. In item (2) of Stage s + 1 of
the construction, if F = f ⊕G is a suitable σ-accessible set, then σ-dump into Θ6=σ
the relevant elements of G, i.e. the elements in G− {j(τ, s+ 1) : τ ≤ σ}.

The verification goes through without virtually any modification: Notice that it
is decidable in f whether a finite set F is σ-accessible at a stage s, thus every Θr

is computably enumerale in f . �

Proof of Theorem 1.2. Let f ∈ a and B ∈ b, with f <e B. As already observed,

for every r ∈ ω, f ≤e f ⊕ ΘB
r ≤e f ⊕ B ≡e B. Now, either B ∈ ∆f

2 , in which
case the claim follows from Lemma 3.1, or the e-degrees of the sets f ⊕ΘB

r form a
computably independent collection of degrees by the Extended Main Lemma, and
so we can apply Lemma 2.1. �

Theorem 1.2 shows that if a is total then in the initial segments of the principal
filter [a,∞) downwards density can always be accompanied by incomparability. Of
course this does not hold of every principal filter, since it is known that density
fails in the poset of the e-degrees: The density question for the e-degrees (raised
by Rogers [10, p. 282]), was answered by Calhoun and Slaman [1], who exhibited a
nontrivial empty open interval of e-degrees, in which both extremes of the interval
contain Π0

2 sets; more recently, Kent, Lewis, and Sorbi [5] have shown that strong
minimal covers exist too.

Notice also:

Theorem 3.3 (Soskova and Soskov [14]). If a < b are e-degrees and b contains a
set which has a “special approximation” (which includes the cases of B total, or B
n-cea, for n ≥ 2) then in the interval (a,b) one can embed every countable partial
order.

Gutteridge [4] and Lagemann [6] showed that if a < b and either a or b is total,
then there exists c, such that a < c < b. We are able to show that also in this case
density can be accompanied by incomparability:

Corollary 3.4. If a < b and either a or b is total, then one can embed every
countable partial order in the interval (a,b).

Proof. By Theorem 1.2 and Theorem 3.3. �
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