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1. INTRODUCTION

In [2] Soskov introduces the notion of regular enumerations. Using them he
proves the following jump inversion theorem:
Theorem (Soskov) Let k > n ≥ 0 and B0, . . . , Bk be arbitrary sets of natural
numbers. Let A ⊆ N and Q be a total set such that P(B0, . . . , Bk) ≤e Q and
A+ ≤e Q. Suppose also that A 6≤e P(B0, . . . , Bn). Then there exists a total set
F having the following properties:

(i) For all i ≤ k, Bi ∈ ΣF
i+1;

(ii) For all i 1 ≤ i ≤ k, F (i) ≡e F ⊕P(B0, . . . , Bi−1)′;
(iii) F (k) ≡e Q;
(iv) A 6≤e F (n).
Here P(B0, . . . ) is the polynomial set obtained from B0, B1, . . . as defined

in Section 2.
In [1] Soskov and Baleva generalize the notion of regular enumeration and

obtain the following result for the infinite case:
Theorem (Soskov, Baleva) Let {Bα}α≤ζ be a sequence of sets of natural num-
bers. Let also {Aγ}γ<ζ be a sequence of sets of natural numbers, such that for



all γ < ζ is true, that Aγ 6≤e Pγ . Finally, let Q be a total set such that Pζ ≤e Q
and

⊕
γ<ζ A+

γ ≤e Q. Then there is a total set F such that:
(1) For all γ ≤ ζ is true that Bγ ≤e F (γ) uniformly in γ;
(2) For all γ ≤ ζ, if γ = β + 1 then F (γ) ≡e F ⊕ P ′β uniformly in γ;
(3) For all limit γ ≤ ζ is true that F (γ) ≡e F ⊕ P<γ uniformly in γ;
(4) F (ζ) ≡e Q;
(5) For all γ < ζ is true that Aγ 6≤e F (γ).
In this paper we will prove that this result holds also if we want the target

set F to be partial, i.e., the degree de(F ) to be partial. Namely we will prove
the following theorem:

Theorem 1.1 Let {Bα}α≤ζ be a sequence of sets of natural numbers. Let also
{Aγ}γ<ζ be a sequence of sets of natural numbers, such that for all γ < ζ
is true that Aγ 6≤e Pγ . Finally let Q be a total set such that Pζ ≤e Q and⊕

γ<ζ A+
γ ≤e Q. Then there exists a set F such that de(F ) is partial and:

(1) For all γ ≤ ζ is true that Bγ ≤e F (γ) uniformly in γ;
(2) For all γ ≤ ζ, if γ = β + 1 then F (γ) ≡e F+ ⊕P ′β uniformly in γ;
(3) For all limit ordinals γ ≤ ζ is true that F (γ) ≡e F+ ⊕P<γ uniformly in

γ;
(4) F (ζ) ≡e Q;
(5) For all γ < ζ is true that Aγ 6≤e F (γ);
(6) F is quasiminimal over B0, i.e. for all total sets X if X ≤e F then

X ≤e B0.

2. PRELIMINARIES

Let W0, . . . , Wi, . . . be the Gödel enumeration of the r.e. sets. We define the
enumeration operator Γi for arbitrary set of natural numbers by Γi(A) = {x |
(∃〈x, u〉 ∈ Wi)(Du ⊆ A)}, where Du is the finite set with canonical code u. We
define the relation ≤e over the sets of natural numbers by

A ≤e B ⇐⇒ ∃i(A = Γi(B)).

The relation ≤e is reflexive and transitive and defines a equivalence relation ≡e.
We call the equivalence classes of ≡e enumeration degrees.

The composition of two enumeration operator is also enumeration operator.
Beside this the index of the resulting operator is obtained uniformly from the
indexes of the other ones. This means that there exists a recursive function c

such that Γi(Γj(A)) = Γc(i,j)(A) for arbitrary set A.
We define the "join" operator ⊕ by A⊕B = {2x | x ∈ A}∪{2x+1 | x ∈ B}.

We set A+ = A⊕A. We say that a set A of natural numbers is total iff A ≡e A+.
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We say that the enumeration degree a is total iff there is a total set A ∈ A.
Otherwise we say that the enumeration degree is partial.

We define the enumeration jump to be A′ = L+
A, where LA = {〈x, i〉 | x ∈

Γi(A)}. Using ordinal notation we can define the infinite enumeration jump.
More precisely:

Let η be a recursive ordinal and let us fix an ordinal notation e ∈ O for η.
For every ordinal α < η we will use the corresponding notation which is <O then
e (for an introduction on ordinal notations see [3]). Then not distinguishing the
ordinal from its notation we define the α jump for α < η by means of transfinite
induction:

(1) A(0) = A
(2) If α = β + 1 then A(α) = (A(β))′

(3) If α = lim (α(p)) then A(α) = { 〈p, x〉 | x ∈ A(α(p)) }.
Naturally the definition depends from the choice of the ordinal notation of

α. Despite this, we can prove that if α1 and α2 are two different notations of
α, then A(α1) ≡e A(α2) (see [1], [3]), as in the case of the turing infinite jump.

We define the "polynomials" Pα of the sets B0, . . . , Bα, . . . with

Definition 2.2 Let ζ be a recursive ordinal and let {Bα}α≤ζ be a sequence of
sets of natural numbers. Then we define using transfinite induction the sets Pα

in the following way:

(1) P0 = B0

(2) if α = β + 1 then Pα = P ′β ⊕Bα;
(3) if α = lim (α(p)) then Pα = P<α ⊕Bα, where

P<α = {〈p, x〉 | x ∈ Pα(p)}

We also introduce the following notation:
For an arbitrary sequence of sets {Cα}α<ζ we define the set

⊕
α<ζ Cα to be

⊕

α<ζ

Cα = {〈α, x〉 | x ∈ Cα}.

We will consider partial functions f : N (→ N. We will say that f ≤e A
iff 〈f〉 ≤e A, where 〈f〉 is the graphic of f . We will use "partial" finite parts
τ for which τ : [0, 2q + 1] −→ N ∪ {⊥}. We define the graphic of τ to be
〈τ〉 = {〈x, y〉 | x ≤ 2q + 1 & τ(x) = y 6= ⊥} and we say that τ ⊆ f iff 〈τ〉 ⊆ 〈f〉.
We define lh(τ) = 2q + 2

We will assume that an effective and reversible coding of all finite sequences
is fixed. Thus we have an effective and reversible coding for all finite parts. As
usual from now on we will make no difference between a finite part and its code.
Even more: we say that τ ≤ ρ iff the inequality holds for the codes of the finite
parts ρ and τ . By τ ⊆ ρ we will mean the usual extension property.
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Finally we will say that the statement ∃iP (i, x1, . . . , xn, A1, . . . , Ak), where
i, x1, . . . , xn ∈ N and A1, . . . , An ⊆ N is uniformly true in x1, . . . , xn for all
A1, . . . Ak iff there exists a recursive function h(x1, . . . , xn) such that for every
x1, . . . , xn ∈ N and every A1, . . . , Ak ⊆ N the statement

P (h(x1, . . . , xn), x1, . . . , xn, A1, . . . , Ak)

is true.
Of course the construction of h is quite difficult and uninformative. Hence,

when we have to prove that some statement is uniformly true, usually we will
show a construction in which all the choices we have to make will be effective.

3. REGULAR ENUMERATIONS

The proof of the theorem in most of its parts repeats the proof of Soskov, Baleva
theorem. A compleat proof of the last one can be found in [1].
Let us first fix a recursive ordinal ζ and a sequence of sets {Bα}α≤ζ .
The following definitions of ordinal approximation and predecessor as the proofs
of their basic properties are due to Soskov and Baleva.

Definition 3.3 Let α be a recursive ordinal. We will say that α is an approx-
imation of α, iff α is finite sequence of ordinals α = 〈α0, α1, . . . , αn, α〉, where
α0 = 0, α0 < α1 < · · · < αn < α and n ≥ −1.

Definition 3.4 Let α be a recursive ordinal and let β < α. Let also α = 〈α0,
α1,. . . ,αn,α〉 is an approximation of α. We define recursively the notion of
β-predecessor of α:
a) if β = αi for some 0 ≤ i ≤ n then set β = 〈α0, α1, . . . , αi〉;
b) if αi < β < αi+1 for some 0 ≤ i < n then set β to be the β-predecessor of
〈α0, α1, . . . , αi+1〉 ;
c) if αn < β < α then

1) if α = δ + 1 and β = δ set β = 〈α0, α1, . . . , αn, β〉;
2) if α = δ+1 and β < δ then set β to be the β-predecessor of 〈α0, α1, . . . , αn, δ〉;
3) if α = limα(p), p0 = µp[α(p) > αn] and p1 = µp[α(p) > β] set β to be

the β-predecessor of 〈α0, α1, . . . αn, α(p0), α(p0 + 1), . . . , α(p1)〉.

The following lemmas give the basic properties of the ordinal approximation
and predecessor. The full proofs can be found in [1].

Lemma 3.5 For every ordinal approximation α and every β < α there is a
unique β-predecessor β of α.
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Lemma 3.6 Let α = 〈α0, α1, . . . , αn, α〉 be an approximation of α. Then:
(1) If β ≤ αi for some 0 ≤ i ≤ n then β ¹ α ⇔ β ¹ αi

(2) If for some 0 ≤ i ≤ n , αi ≤ β < α and 〈β0, β1, . . . , βk〉 is the β-
predecessor of α then i < k и αl = βl for all l = 0, . . . , i

(3) Let α = δ + 1, αn < δ and β ≤ δ. Then β ¹ α ⇔ β ¹ 〈α0, α1, . . . , αn, δ〉
(4) Let α = limα(p) be a limit ordinal and let p0 = µp[αn < α(p)]. Let also

p1 ≥ p0 be such that β ≤ α(p1). Then

β ¹ α ⇔ β ¹ 〈α0, α1, . . . , αn, α(p0), α(p0 + 1), . . . , α(p1)〉

Lemma 3.7 Let γ < β < α be ordinals, γ ¹ β and β ¹ α. Then γ ¹ α.

Let us fix an approximation α of α. We define the notions of α-regular finite
part, α-rank and α-forcing by means of transfinite recursion over α.

(i) Let first α = 0. Then α = 〈0〉. 0-regular are those finite parts satisfying
the condition:

If z ∈ 2N+ 1, z ∈ dom (τ) and τ(z) 6= ⊥, then τ(z) ∈ B0.
If dom (τ) = [0, 2q + 1] we set the 0-rank |τ |0 of τ to be q + 1.
We will use the notation R0 for the set of all 0-regular finite parts.
For arbitrary finite part ρ we define:

ρ °0 Fi(x) ⇐⇒ ∃v(〈x, v〉 ∈ Wi & Dv ⊆ 〈τ〉),
ρ °0 ¬Fi(x) ⇐⇒ (∀τ ∈ R0)(τ ⊇ ρ =⇒ τ 6°0 Fi(x)).

Now suppose that for all β < α the β-regularity, β-rank and β-forcing are
defined. We will also assume that for all β < α the function β-rank denoted by
λτ.|τ |β has the property:

If τ and ρ are two β-regular finite parts such that τ ⊆ ρ, then |τ |β ≤ |ρ|β .
In particular |τ |β = |ρ|β ⇐⇒ τ = ρ.

(ii) Let now α = β + 1. Let β be the β-predecessor of α. Denote the set of
all β-regular finite parts by Rβ . Let also

Xβ
〈i,j〉 = {ρ ∈ Rβ | ρ °β Fi(j)},

Sβ
j = Rβ ∩ Γj(Pβ),

where Γj is the j-th enumeration operator.
If ρ is an arbitrary finite part and X is a set of β-regular finite parts we

define the function µβ(ρ,X) by:

µβ(ρ, X) =





µτ [τ ⊇ ρ & τ ∈ X], if there is such τ (a)
µτ [τ ⊇ ρ & τ ∈ Rβ ], if (a) is not satisfieble (b)
¬!, if (a) and (b) are not satisfieble (c)
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Definition 3.8 Let τ be a finite part and let m ≥ 0. We say that ρ is β-regular
m-omitting extension of τ , iff ρ is β-regular extension of τ , defined in [0, q − 1]
and there are natural numbers q0 < q1 < · · · < qm < qm+1 = q such that

a) ρ¹q0 = τ

b) for all p ≤ m is true that ρ¹qp+1 = µβ

(
ρ¹(qp + 1), Xβ

〈p,qp〉
)
.

It is clear that if ρ is β-regular m-omitting extension of τ , then q0, q1, . . . , qm+1

are unique. Even more: if ρ1 and ρ2 are two β-regular m-omitting extensions of
τ and ρ1 ⊆ ρ2 then ρ1 = ρ2. In other case the function µβ is not single valued.

Now we are ready to define the notion of α-regular finite part:
Let τ be a finite part defined in [0, q − 1] and let r ≥ 0. We say that τ is

α-regular finite part with α-rank r + 1 iff there are natural numbers

0 < n0 < l0 < b0 < n1 < l1 < b1 < · · · < nr < lr < br < nr+1 = q,

such that for all 0 ≤ j ≤ r the following assertions hold:

(1) τ¹n0 is a β-regular finite part with β-rank 1;

(2) τ ¹ lj = µβ

(
τ ¹(nj + 1), Sβ

j

)
;

(3) τ ¹bj is β-regular j-omitting extension of τ ¹ lj;

(4) τ(bj) ∈ Bα;

(5) τ ¹nj+1 is β-regular extension of τ ¹(bj + 1) with rank |τ ¹bj |β + 1.

Note that directly from the definition it follows that if τ is α-regular finite part,
then τ is also β-regular finite part.
The definition of α-forcing for an arbitrary finite part ρ is:

ρ °α Fi(x) ⇐⇒ ∃v(〈v, x〉 ∈ Wi & (∀u ∈ Dv)
(
(u = 〈iu, xu, 0〉 & ρ °β Fiu(xu))

∨ (u = 〈iu, xu, 1〉 & ρ °β ¬Fiu(xu))
)

ρ °β ¬Fi(x) ⇐⇒ (∀τ ∈ Rα)(ρ ⊆ τ =⇒ τ 6°α Fi(x))

(iii) Finally let α = limα(p). Let α = α0, α1, . . . , αn, α and let p0 =
µp[α(p) > αn]. Let also for all p, α(p) be the α(p)-predecessor of α. Note that
for p ≥ p0 according to Lemma 3.6

α(p) = 〈α0, α1, . . . , αn, α(p0), α(p0 + 1), . . . , α(p)〉.
We say that the finite part τ defined for [0, q− 1] is α-regular with α-rank r + 1
if there are natural numbers

0 < n0 < b0 < n1 < b1 < · · · < nr < br < nr+1 = q,

such that 0 ≤ j ≤ r is true that:
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(1) τ ¹n0 is a 〈α0, α1, . . . , αn〉-regular finite part with rank 1;

(2) τ ¹bj is a α(p0 + 2j)-regular finite part with rank 1;

(3) τ(bj) ∈ Bα;

(4) τ ¹nj+1 is a α(p0 + 2j + 1)-regular finite part with rank 1.

Note that in this case, τ is a α(p0 + 2r + 1)-regular finite part with respective
rank 1.
For every finite part ρ and every i, x ∈ N we define:

ρ °α Fi(x)⇐⇒∃v
(
〈v, x〉 ∈ Wi & (∀u ∈ Dv)(u = 〈pu, iu, xu〉& ρ °

α(pu)
Fiu

(xu))
)

,

ρ °α ¬Fi(x)⇐⇒(∀τ ∈ Rα)(ρ ⊆ τ ⇒ τ 6°α Fi(x)).

This concludes the definition. The next Lemma gives the correctness of the
definition and the validity of the assumption for the β-rank.

Lemma 3.9 Let α ≤ ζ and let τ be α-regular finite part. Then the following
statements are true:

(a) Let α = β + 1. Let also n′0, l
′
0, b

′
0, . . . n

′
r, l′r, b

′
r, n

′
r+1 and n′′0 , l′′0 , b′′0 , . . .

n′′p , l′′p , b′′p , n′′p+1 be two sequences of natural numbers satisfying (1)-(5) from (ii).
Then r = p, n′r+1 = n′′r+1 and for all 0 ≤ j ≤ r we have n′j = n′′j , l′j = l′′j and
b′j = b′′j .

(b) Let α = limα(p) and let n′0, b
′
0, . . . n

′
r, b

′
r, n

′
r+1 and n′′0 , b′′0 , . . . n′′p , b′′p , n′′p+1

are two sequences of natural numbers satisfying (1)-(4) from (iii). Then r = p,
n′r+1 = n′′r+1 and for all 0 ≤ j ≤ r we have n′j = n′′j and b′j = b′′j .

(c) Let ρ and τ be α-regular finite parts and let τ ⊆ ρ. Then |τ |α ≤ |ρ|α. In
particular |τ |α = |ρ|α ⇐⇒ τ = ρ.

Proof. (a) Let α = β+1 and let n′0, l
′
0, b

′
0, . . . , n

′
r, l

′
r, b

′
r, n

′
r+1 and n′′0 , l′′0 , b′′0 , . . . , n′′p ,

l′′p , b′′p , n′′p+1 be two sequences of natural numbers satisfying (1)-(5) from (ii).
Without loss of generality we may assume that τ ¹n′0 ⊆ τ ¹n′′0 . Beside this, we
have that |τ ¹ n′0|β = |τ ¹ n′′0 |β = 1. Then considering the properties of β-rank
we obtain τ ¹ n′0 = τ ¹ n′′0 . Therefore n′0 = n′′0 . Let now the equality n′j = n′′j
holds. Then τ ¹ l′j = µβ

(
τ ¹n′j , S

β
j

)
= µβ

(
τ ¹n′′j , Sβ

j

)
= τ ¹ l′′j . Therefore

l′j = l′′j . Now considering the property of the j-omitting β-regular extensions
(mentioned after the definition) we obtain τ ¹ b′j = τ ¹ b′′j and therefore b′j = b′′j .
Now again without loss of generality we may consider τ ¹n′j+1 ⊆ τ ¹n′′j+1. But
|τ ¹ n′j+1|β = |τ ¹ b′j |β + 1 = |τ ¹ b′′j |β + 1 = |τ ¹ n′′j+1|β . Therefore from the
property of the β-rank we obtain n′j+1 = n′′j+1. Now the statement r = p is
obvious.

(b) The proof is analogous to the previous one.
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(c) Let τ and ρ be two α-regular finite parts and let τ ⊆ ρ. From the proof of
(a) we obtain that the sequence corresponding to τ and satisfying the definition
of the α-regular finite parts is an initial part of the sequence corresponding to ρ.
Therefore |τ |α ≤ |ρ|α. If τ ( ρ then we have |τ |α < |ρ|α, since in the contrary
case we would obtain that the sequence of ρ is not monotone.

¤
From the definition of α-regular finite part and Lemma 3.9 we obtain

Corollary 3.10 Let α = β + 1, α be an approximation of α and let β be β-
predecessor of α. Then every α-regular finite part τ is β-regular and |τ |β > |τ |α.

Lemma 3.11 Let 1 ≤ α ≤ ζ and let α = 〈α0, α1, . . . , αn, α〉. Then every
α-regular finite part is 〈α0, . . . , αn〉-regular and the 〈α0, . . . , αn〉-rank of τ is
strictly greater then |τ |α.

Proof. We will use transfinite induction over α. First let α = 1. Then α = 〈0, 1〉
and now the statement follows from Corollary 3.10.

Let now α = β + 1 and let β be the β-predecessor of α. Then again (from
Corollary 3.10) we obtain that τ is β-regular finite part and |τ |β > |τ |α. From
Lemma 3.6 we know that β is of the form 〈α0, α1, . . . ,αn, βn+1, . . . ,βn+i〉, where
i ≥ 0. Then applying i times the induction hypothesis we obtain that τ is
〈α0, α1, . . . , αn〉-regular and the 〈α0, α1, . . . , αn〉-rank of τ is greater or equal to
|τ |β and therefore strictly greater then |τ |α.

Finally let α = limα(p). Let also |τ |α = r + 1 and let p0 = µp[α(p0) > αn].
From the definition of α-regular finite part we obtain that τ is a 〈α0, α1, . . . ,
αn, α(p0), . . . , α(p0+2r+1)〉-regular finite part with rank 1. From the induction
hypothesis τ is a 〈α0, α1, . . . , αn, α(p0), . . . , α(p0 + 2r)〉-regular finite part with
rank at least 2 and since τ is a 〈α0, α1, . . . , αn, α(p0)〉-regular finite part with
rank at least 2r + 2, then τ is 〈α0, α1, . . . , αn〉-regular with rank at least 2r + 3
and therefore strictly greater then r + 1.

¤

Lemma 3.12 Let α ≤ ζ and let α be an approximation of α. let also δ ¹ α.
Then there is a natural number kα,δ , such that every α-regular finite part with
rank greater or equal to kα,δ is δ-regular.

Proof. We will use transfinite induction over α. When α = 0 the statement is
trivial.

Now let α = β + 1 and let β be the β-predecessor of α. Let δ ≺ α (which is
the interesting case). Then δ ¹ β. According to the induction hypothesis there
is a k = kβ,δ , such that every β-regular finite part with rank greater or equal to
k is δ-regular. Let us set kα,δ = k. Then according to Corollary 3.10 we obtain
that k has the desired property.
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Finally let α = limα(p), α = 〈α0, α1, . . . , αn, α〉 and δ ≺ α. Let also
p0 = µp[α(p) > αn], let p1 ≥ p0 be such that α(p1) > δ and let us denote the
α(p)-predecessor of α with α(p). Applying Lemma 3.6 we obtain δ ¹ α(p1).
Then according to the induction hypothesis every α(p1)-regular finite part with
rank greater or equal to kα(p1),δ

is δ-regular. It follows from the proof of the
previous Lemma that there is a natural number r, such that every α-regular
finite part with rank at least r + 1 is α(p1)-regular with rank greater or equal
to kα(p1),δ

. Let us set kα,β = r + 1
¤

Corollary 3.13 Let α ≤ ζ, α be an approximation of α and β ¹ α. Let also τ
be α-regular finite part with rank greater or equal to kα,β + s. Then |τ |β > s.

Proof. From the definition of the α regular finite parts we obtain that there are
natural numbers q0 < q1 < · · · < qs such that τ ¹ qs = τ and for all j the finite
parts τj = τ ¹qj are α-regular with α-rank at least kα,β and therefore β-regular.
But τ0 ( τ1 ( · · · ( τs and therefore |τj |β < |τj+1|β . Finally |τ0|β ≥ 1, which
completes the proof.

¤

Lemma 3.14 Let α = limα(p). Let α = 〈α0, α1, . . . , αn, α〉 and p0 = µp[α(p) >
αn]. Let also p1 ≥ p0 and τ be a 〈α0, α1, . . . , αn, α(p0), α(p0 + 1), . . . , α(p1)〉-
regular finite part with rank 1. Then for every β ≺ α, if τ is β-regular then
β ≤ α(p1).

Proof. In order to obtain a contradiction assume that τ is a β-regular finite part
for some β such that β ≺ α and α(p1) < β < α. Then β is the β-predecessor of

〈α0, α1, . . . , αn, α(p0), α(p0 + 1), . . . , α(p1 + k)〉,

where k ≥ 1. According to Lemma 3.6 β is of the form

〈α0, α1, . . . , αn, α(p0), . . . , α(p1), . . . , β〉.

As the β-rank of τ is at least 1 then from Lemma 3.11 we obtain that the 〈α0,
α1, . . . ,αn, α(p0), . . . , α(p1)〉-rank of τ is greater then 1 which is a contradiction.

¤
Let α be an ordinal approximation and let τ be a finite part. We introduce

the following notation:

Reg(τ, α) = {β | β ¹ α & τ is β-regular }

Then the following is true:
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Lemma 3.15 Let α ≤ ζ, let α = 〈α0, α1, . . . , αn, α〉 be an approximation of α
and let τ be an α-regular finite part. Then:

a) if α = δ + 1 and δ is the δ-predecessor of α then

β ∈ Reg(τ, α) ⇐⇒ β = α ∨ β ∈ Reg(τ, δ);

b) let α = lim α(p). Let also p0 = µp[α(p) > αn] and for every p ≥ p0 let
α(p) be α(p)-predecessor of α. Let also p1 ≥ p0 and let τ be α(p1)-regular with
rank 1. Then

β ∈ Reg(τ, α) ⇐⇒ β = α ∨ β ∈ Reg(τ, α(p1)).

Proof. The statement a) is obvious and the statement b) follows directly from
the previous Lemma.

¤

Definition 3.16 We say that the sequence A0, . . . , An, . . . of sets of natural
numbers is e-reducible to P iff there is a recursive function h such that for
every n An = Γh(n)(P ). We say that the sequence is T -reducible to P iff there
is a function χ recursive in P , such that for every n λx.χ(n, x) = χAn , where
χAn is the characteristic function of An.

From the definition of the enumeration jump, the e-reducibility and the T -
reducibility of sequences to set we obtain the following Lemma.

Lemma 3.17 Let P be a set such that the sequence {An} is e-reducible to P .
Then

(1) The sequence {An} is uniformly T -reducible to P ′;
(2) If R ≤e P then the sequences {An ∩ R} and {Cn} for which Cn =

{x | ∃y(〈y, x〉 ∈ R & y ∈ An} are uniformly e-reducible to P .

The full proof can be found in [2].
We introduce the following notations:

Zα
〈i,j〉 = {τ ∈ Rα | τ °α ¬Fi(j)}

Oα
τ,j = {ρ | ρ is α-regular j-omitting extension of τ}

Proposition 3.18 For every ordinal approximation α, where α ≤ ζ the follow-
ing are true:

(1) Rα ≤e Pα uniformly in α.
(2) The function λτ.|τ |α is partially recursive in Pα uniformly in α;
(3) The sequences {Sα

j } and {Xα
j } are e-reducible to Pα uniformly in α;

(4) The sequence {Zα
j } is T -reducible to P ′α uniformly in α;

(5) the functions λτ, j.µα

(
τ,Xα

j

)
and λτ, j.µα

(
τ, Sα

j

)
are partially recursive

in Pα uniformly in α;
(6) The sequence {Oα

τ,j} is e-reducible to P ′α uniformly α.

10



Before proving the proposition let us note some properties of the sets Pα.

Lemma 3.19 (a) If β ≤ α ≤ ζ then Pβ ≤e Pα uniformly in α and β.
(b) If β ≤ α ≤ ζ then Bβ ≤e Pα uniformly in α and β;
(c) The sets P<α are total.

Proof. (a) We must find a recursive function g, such that if β ≤ α ≤ ζ then
Pβ = Γg(α,β)(Pα). We will define g by recursion over the ordinals α ≤ ζ. If
α = 0 then g(0, 0) = i0, where i0 is a fixed index for the enumeration operator
identity. If α = β then again g(α, β) = i0. Now let β < α.

First consider α = δ + 1. Then Pβ ≤e Pδ and therefore Pβ = Γg(δ,β)(Pδ).
But Pδ = Γj0(Γp0(Pα)), where j0 is a fixed index for which A = Γj0(A

′) and p0

is such that A = Γp0(A⊕ C) (j0 and p0 exist and do not depend on A and C).
Then

g(α, β) = c(g(δ, β), c(j0, p0)).

For the definition of c see Section 2.
Finally let α = limα(p). Then there is a recursive function pr not depending

on α, such that Pα(i) = Γpr(i)(P<α). The function m(α, β) = µp[α(p) ≥ β],
defined for the limit ordinals α ≤ ζ and all ordinals β < α, is partially recursive.
Then Pβ ≤e Pm(α,β) and Pm(α,β) = Γpr(m(α,β))(P<α). We set

g(α, β) = c (g(m(α, β), β), c (pr(m(α, β)), p0)).

(b) Follows directly from (a).
(c) Let α = limα(p). We must show that N\P<α ≤e P<α. Recall that

P<α = {〈p, x〉 | x ∈ Pα(p)}. Therefore x ∈ N\P<α ⇐⇒ x 6∈ P<α ⇐⇒ x =
〈p, y〉 & y 6∈ Pα(p). Now according to the definition of the enumeration jump we
obtain that for arbitrary set C and every z

z 6∈ C ⇐⇒ 2〈z, i0〉+ 1 ∈ C ′,

where i0 is a fixed index for the enumeration operator identity. Now from the
proof of (a) we obtain that the sequence P ′α(p) is e-reducible to P<α uniformly
in α(p) and therefore the condition x ∈ N\P<α is e-reducible to P<α.

¤
Proof of Lemma 3.18 Transfinite induction over α. In the case α = 0 the
statements are clear. Now let the statements be true for every δ < α. First we
will prove (1).

(1) First consider α = β + 1 and let τ be an arbitrary finite part. Then
we set the number n0 to be n0 = µq[τ ¹ q ∈ Rβ ]. Finding n0 or proving that
such number does not exist is recursive in P ′β uniformly in β, since according to
the induction hypothesis Rβ ≤e Pβ uniformly in β. If there is no such n0 then

τ 6∈ Rβ . Let nj be defined for some j ≥ 0. Then, if µβ

(
τ ¹nj , S

β
j

)
is defined

11



and µβ

(
τ ¹nj , S

β
j

)
⊆ τ , we set lj = lh

(
µβ

(
τ ¹nj , S

β
j

))
. Since the function µβ

is partially recursive in P ′β uniformly in β, defining lj is r.e. in P ′β uniformly in
β. If we have defined lj then we set

bj = µq[ q > lj & τ ¹q ∈ Oβ
〈τ¹lj ,j〉]

We know from the induction hypothesis that the sets Oβ
〈ρ,j〉 are e-reducible to

P ′β (which is a total set) uniformly in β and 〈ρ, j〉, and therefore setting bj is
again r.e. in P ′β uniformly in β. Finally if there is a q, such that τ ¹q ∈ Rβ , we
set

nj+1 = µq[ q > bj + 1 & τ ¹q ∈ Rβ ]

Knowing bj , defining nj+1 is recursive in P ′β uniformly in β, and therefore is
r.e. in P ′β uniformly in β. Then τ ∈ Rβ iff there is nr+1, which is obtained
following the construction above, such that τ ¹nr+1 = τ and for every 0 ≤ j ≤ r
is true that τ(bj) ∈ Bα. The first condition is r.e. in the total set P ′β . The
second one is e-reducible to Bα. The two of them are uniform in α. Therefore
Rα ≤e P ′β ⊕Bα.

Now consider α = limα(p). Let τ be an arbitrary finite part. According to
Lemma 3.19 we obtain that the sequence {Pα(p)} is e-reducible to P<α uniformly
in α. Since the sets R

α(p)
are e-reducible to Pα(p) uniformly in α(p), we obtain

that the sequence {R
α(p)

} is e-reducible to P<α uniformly in α. Analogously
to the case α = β + 1, we can find r.e. in P<α and uniformly in α a sequence
of numbers n0, b0, n1, b1, . . . satisfying the conditions of the definition of the α-
regularity of τ . If for some of the numbers nr+1 is true that nr+1 = lh(τ) and
for every 0 ≤ j ≤ r τ(bj) ∈ Bα then τ ∈ Pα. This questions are e-reducible to
Pα uniformly in α.

(2) Follows directly from the proof of (1).

(3) The sequence {Sα
j } is e-reducible to Pα uniformly in α as Sα

j = Rα ∩
Γj(Pα) (Lemma 3.17). In order to prove the statement for {Xα

〈i,j〉} let us first
assume that α = β + 1. According to the definition Xα

〈i,j〉 = {τ ∈ Rα | τ °α

Fi(j)}. Also
τ °α Fi(j) ⇐⇒ ∃v (〈j, v〉 ∈ Wi &

(∀u ∈ Dv)((u = 〈0, iu, xu〉 & τ °β Fiu(xu)) ∨ (u = 〈1, iu, xu〉 & τ °β ¬Fiu(xu))

According to the induction hypothesis the questions τ °β Fiu(xu)) and τ °β

¬Fiu(xu)) are recursive in P ′β uniformly in iu, xu and β (the sequences {Xβ
k } and

{Zβ
k } are T -reducible to P ′β uniformly in β). Therefore the question τ °α Fi(j)

is e-reducible toP ′β uniformly in i, j and β. Therefore the sequence {Xα
〈i,j〉} is

e-reducible to Pα uniformly in α.

12



Now let α = limα(p). Then

τ °α Fi(j) ⇐⇒ ∃v(〈j, v〉 ∈ Wi & (∀u ∈ Dv)(u = 〈pu, iu, xu〉& τ °α(p) Fiu
(xu)))

But the sequence {Pα(p)} is e-reducible to P<α uniformly in α. The sets X
α(p)
〈i,j〉

are e-reducible to Pα(p) uniformly in i, j and α(p). Therefore the sequence
{Xα

〈i,j〉} is e-reducible to P<α uniformly in α. As P<α is a total set the sequence
{Xα

〈i,j〉} is r.e. in P<α uniformly in α. Then the question τ °α(pu) Fiu
(xu), i.e.

if τ ∈ X
α(pu)
〈iu,xu〉 is r.e. P<α uniformly in α. Finally we obtain that the sequence

{Xα
〈i,j〉} is e-reducible to Pα uniformly in α.

(4) Since the sequence {Xα
〈i,j〉} is e-reducible to Pα uniformly in α then the

question, for given τ is it true that (∃ρ ∈ Xα
i )(ρ ⊇ τ), is r.e. in Pα uniformly

in i and α. Then the question, if for given τ is true that (∀ρ ⊇ τ)(ρ 6∈ Xα
i ), i.e.,

if τ ∈ Zα
i , is r.e. in P ′α uniformly in i and α. Therefore the sequence {Zα

i } is
T -reducible to P ′α uniformly in α.

(5) Follows directly from the definition of the function µα and the proof of
(4).

(6) The reasoning is analogous to the proof of (1) and uses the fact that the
function λτ, i.µα(τ, Xα

i ) is partially recursive in P ′α uniformly in α.
¤

Definition 3.20 Let τ be α-regular finite part with rank r + 1. We define Bτ
α

by:
a) if α = 0, then Bτ

α = {x | x ∈ dom (τ) & x ∈ 2N+ 1}
b) if α = β + 1 and n0, l0, b0, . . . , nr, lr, br, nr+1 are the numbers from the

definition of the regular parts, then Bτ
α = {b0, b1, . . . , br}

c) if α = limα(p) and n0, b0, . . . , nr, br, nr+1 are the numbers from the def-
inition of the regular parts, then Bτ

α = {b0, b1, . . . , br}.
Definition 3.21 Let ζ be an approximation of ζ. We say that the partial func-
tion f from N in N is a regular enumeration respecting ζ iff:

(1) for every finite ρ ⊆ f there is a ζ-regular finite part τ ⊇ ρ such that
τ ⊆ f ;

(2) if α ¹ ζ and z ∈ Bα then there is an α-regular τ ⊆ f such that z ∈ τ(Bτ
α).

It is clear from the definition, that if f is a regular enumeration, then f has
ζ-regular subparts with arbitrary large rank. Then if α ¹ ζ and ρ ⊆ f there is
an α-regular finite part τ ⊆ f such that ρ ⊆ τ . In particular there are α-regular
finite subparts of f with arbitrary rank.
If f is regular and α ¹ ζ then with Bf

α we will denote the set

Bf
α = {b | (∃τ ⊆ f)(τ ∈ Rα & b ∈ Bτ

α)}.

It is clear that f(Bf
α) = Bα.
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Proposition 3.22 Let f be a regular enumeration. Then:
(1) B0 ≤e f ;
(2) if α = β + 1 ≤ ζ, then Bα ≤e f+ ⊕ P ′β uniformly in α;
(3) if α ≤ ζ is a limit ordinal, then Bα ≤e f+ ⊕ P<α uniformly in α;
(4) Pα ≤ f (α) uniformly in α.

Proof. Let f be a regular enumeration. It is clear that Bf
0 = 2N+ 1. It follows

from the regularity that B0 = f(Bf
0 ). Therefore B0 ≤e f .

We will prove (2) and (3) using transfinite induction over α.
Let first α = β + 1. Let α be the α-predecessor of ζ, and let β be the β-
predecessor of α. Since f is a regular enumeration, then for every finite part
ρ ⊆ f there is an α-regular finite part τ ⊆ f , such that ρ ⊆ τ . Therefore there
is a sequence of natural numbers

0 < n0 < l0 < b0 < · · · < nr < lr < br < . . . ,

satisfying the conditions from the definition of the α-regular finite parts, and
also satisfying that τr = f ¹nr+1 is an α-regular finite part with |τr|α = r+1 for
all r ≥ 0. Therefore Bf

α = {b0, b1, . . . }. We will prove, that there is a recursive
in f+⊕P ′β , uniform in β procedure, which draws out the numbers n0, l0, b0, . . . .
We know from the definition, that τ0 = f ¹ n0 is an α-regular finite part with
rank |τ0|α = 1. According to Proposition 3.18 the set Rβ is recursive in P ′β
uniformly in β. Using the oracle f+ we may obtain successively all the finite
parts f ¹ q for q = 0, 1, · · · . Lemma 3.9 guarantees that τ0 is the first from the
so obtained finite parts which is in Rβ . Thus we obtain n0 = lh(τ0).

Now let r ≥ −1 and let the numbers n0, l0, b0, . . . , nr, lr, br, nr+1 have been
obtained. As Sβ

j is recursive in P ′β uniformly in β, using the oracle P ′β we may

obtain f ¹ lr+1 = µβ

(
f ¹(nr+1 + 1), Sβ

j

)
. Thus we get lr+1 = lh(f ¹ lr+1). We

know that f ¹br+1 is a β-regular, r + 1-omitting extension of f ¹ lr+1. Therefore
there are numbers lr+1 = q0 < q1 < · · · < qr+1 < qr+2 = br+1 such that for
every p ≤ r + 1 is true that:

f ¹qp+1 = µβ

(
f ¹(qp + 1), Xβ

〈p,qp〉
)

.

Therefore, since the sets Xβ
j are recursive in P ′β uniformly in β, using suc-

cessively the oracles f+ and P ′β we may generate the finite parts f ¹ (qp + 1)
for p = 0, 1, . . . r + 2. At the end of this procedure we obtain the number
br+1. In order to obtain nr+2 we generate using the oracle f+ the finite parts
f ¹ (br+1 + 1 + q) for q = 0, 1, . . . . Then nr+2 = lh(f ¹nr+2), where f ¹nr+2 is
the first of the generated parts which is in Rβ .
Thus we obtain that the set Bf

α = {b0, b1, . . . } is recursive in f+ ⊕ P ′β and
therefore Bα = f(Bf

α) ≤e f+ ⊕P ′β .

14



Now let α = limα(p). It is clear, that the sequence {Pα(p)} is uniformly
e-reducible to P<α. Let α be the α-predecessor of ζ and let α(p) be the α(p)-
predecessor of α. Since f is a regular enumeration, we can assume that f is the
union of α-regular finite parts. Therefore there are numbers

0 < n0 < b0 < n1 < b1 < · · · < nr < br < . . .

satisfying the conditions of the definition. Since for every p the sets R
α(p)

are uniformly e-reducible to P ′α(p), they are also uniformly e-reducible to P<α.
Hence applying the procedure form above we can get the numbers n0, b0, . . . , nr, br, . . .
recursively in f+ ⊕ P<α. Therefore Bα = f(Bf

α) ≤e f+ ⊕ P<α.
Thus in both cases the sets Bf

α are r.e. in f+⊕P ′β and f+⊕P<α, and besides
this the procedures are uniform over β and α. Therefore the reducibilities in
points (2) and (3) of the theorem are uniform over α.

We will prove statement (4) with transfinite induction over α.
In the case α = 0 the statement is (1). Now let α = β + 1. Then Pα =

P ′β ⊕Bα. According to the induction hypothesis Pβ ≤e f (β) uniformly in β and
therefore P ′β ≤e f (α) uniformly in α. Beside this Bα ≤e f+ ⊕ P ′β uniformly in
α and therefore Bα ≤e f (α) uniformly in α. Therefore Pα ≤e f (α) uniformly in
α.

Finally let α = limα(p). Then Pα = P<α ⊕ Bα. According to the induc-
tion hypothesis Pα(p) ≤e f (α(p)) uniformly in α(p). Therefore Pα(p) ≤e f (α)

uniformly in α(p) and therefore P<α ≤e f (α) uniformly in α. Beside this
Bα ≤e f+ ⊕ P<α and therefore Pα ≤e f (α) uniformly in α.

¤

Corollary 3.23 Let f be a regular enumeration. Then Bα ≤e f (α).

Proof. From (5) of the proposition Pα ≤ fα. But Bα ≤ Pα which proves the
corollary.

¤

Definition 3.24 Let f be a partial function from N to N, let α be a recursive
ordinal and let i, x ∈ N. We define the relation |=α by:

a) α = 0
f |=0 Fi(x) ⇔ ∃v(〈v, x〉 ∈ Wi & Dv ⊆ 〈f〉);

b) α = β + 1
f |=α Fi(x) ⇔ ∃v(〈v, x〉 ∈ Wi & (∀u ∈ Dv)((u = 〈iu, xu, 0〉 & f |=β Fiu(xu))

∨(u = 〈iu, xu, 1)&f |=β ¬Fiu(xu))));
c) α = limα(p)

f |=α Fi(x) ⇔ ∃v(〈v, x〉 ∈ Wi&(∀u ∈ Dv)(u = 〈pu, iu, xu〉&f |=α(pu) Fiu(xu))).

d) for all other cases
f |=α ¬Fi(x) ⇔ f 6|=α Fi(x).
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The following Lemma is true:

Lemma 3.25 There is a partial recursive function h such that for every recur-
sive ordinal α and every enumeration operator Γi is true that

x ∈ Γi(f (α)) ⇐⇒ f |=α Fh(α,i)(x)

Before proving the Lemma let us note that for arbitrary set C if α = β + 1
then

C(α) ≡e {u | (u = 〈0, iu, xu〉&xu ∈ Γiu
(C(β))) ∨ (u = 〈1, iu, xu〉&xu 6∈ Γiu

(C(β)))},

and if α = limα(p) then

C(α) ≡e {u | u = 〈pu, iu, xu〉 & xu ∈ Γiu(C(α(pu)))}

uniformly in α.

Proof of Lemma 3.25We will show that there is a sequence of recursive functions
{λj.hα(j)}α≤ζ uniform in α such that for every α ≤ ζ and every i the statement

x ∈ Γi(f (α)) ⇐⇒ f |=α Fhα(i)(x)

holds. We will use transfinite induction over α ≤ ζ. First let α = 0. We set
h0(i) = i. It is clear from the definition of |=0 that h0 has the desired property.
Now let α = β + 1. Then

x ∈ Γi(f (α))

m
∃v(〈x, v〉 ∈ Wi & Dv ⊆ f (α))

m
∃v(〈x, v〉 ∈ Wi & (∀u ∈ Dv)((u = 〈0, iu, xu〉 & xu ∈ Γiu(f (β)))∨

(u = 〈1, iu, xu〉 & xu 6∈ Γiu(f (β)))).

Then from hβ we obtain
x ∈ Γi(f (α))

m
∃v(〈x, v〉 ∈ Wi & (∀u ∈ Dv)((u = 〈0, iu, xu〉 &f |=β Fhβ(iu)(xu))∨

(u = 〈1, iu, xu〉 &f |=β Fhβ(iu)(xu)))).

Consider the set W such that 〈x, v〉 ∈ W iff there exists v′ such that 〈x, v′〉 ∈ Wi

and
∀〈t, i, x〉(〈t, hβ(i), x〉 ∈ Dv ⇐⇒ 〈t, i, x〉 ∈ Dv′)

Since the function hβ is recursive uniformly in β, then we can obtain recur-
sively and uniformly in β the finite sets Dv from the finite sets Dv′ . Therefore

16



the set W is r.e. with Gödel index i0. Thus we obtain x ∈ Γf(α) ⇐⇒ f |=i0 (x).
Beside this, W is obtained uniformly from the index i of the r.e. set Wi and
the function hβ . Then i0 is also obtained uniformly from i and hβ . We set
hα(i) = i0.

Finally let α = limα(p). Then x ∈ Γi(f (α)) ⇐⇒ ∃v(〈x, v〉 ∈ Wi & (∀u ∈
Dv)(u = 〈pu, iu, xu〉 &xu ∈ Γiu(f (α(pu))))). Then according to the induction
hypothesis x ∈ Γi(f (α)) ⇐⇒ ∃v(〈x, v〉 ∈ Wi & (∀u ∈ Dv)(u = 〈pu, xu, iu〉 &
f |=α(pu) Fhα(pu)(iu)(xu). Let us consider the set W , for which 〈x, v〉 ∈ W iff
there is a v′ such that 〈x, v′〉 ∈ Wi and

∀〈p, i, x〉(〈p, hα(p)(i), x〉 ∈ Dv ⇐⇒ 〈p, i, x〉 ∈ Dv′).

Then, exactly as above (as the sequence of recursive functions {hα(p)} is uniform
in α(p)), the finite sets Dv are obtained recursively from the finite sets Dv′ ,
uniformly in {α(p)} and therefore uniformly in α. Then the set W is r.e. with
index j0, which is obtained uniformly from the index i and α. It is clear that
x ∈ Γi(f (α)) ⇐⇒ f |=α Fj0(x). We set hα(i) to be hα(i) = j0.

In both cases hα(i) is uniformly obtained in i and α.
¤

Corollary 3.26 Let f be a partial function fromN toN and let α be a recursive
ordinal. Then A ≤e f (α) iff there is an i such that for every x the condition
x ∈ A ⇐⇒ f |=α Fi(x) is satisfied.

Let us note, that for every α ¹ β the relation °α is monotone, i.e., if τ ⊆ ρ are
α-regular finite parts and τ °α Fi(x), then ρ °α Fi(x), and also if τ °α ¬Fi(x),
then ρ °α ¬Fi(x).

Lemma 3.27 Let f be a regular enumeration. Then:
(1) for every α ¹ ζ, f |=α Fi(x) ⇔ (∃τ ⊆ f)(τ ∈ Rα & τ °α Fi(x));
(2) for every α ≺ ζ, f |=α ¬Fi(x) ⇔ (∃τ ⊆ f)(τ ∈ Rα & τ °α ¬Fi(x)).

Proof. We will use transfinite induction over α. First let α = 0. Then the
validity of (1) follows from the compactness of the enumeration operators Γi.
Now let us prove (2). Let f |=0 ¬Fi(x). In order to obtain a contradiction
assume, that for every 0-regular τ ⊆ f is true that τ 6°0 ¬Fi(x), i.e., for every
0-regular τ ⊆ f there is ρ ∈ R0 such that ρ ⊇ τ and ρ °0 Fi(x). Consider the
set S = {ρ ∈ R0 | ρ °0 Fi(x)}. It is clear that S ≤e P0 and therefore there is an
index j, for which S = S0

j . Let µ ⊆ f a 1-regular finite part such that |µ|1 > j.
Such one exists, because f is regular and 1 ≤ ζ. According to the definition
of the 1-regular finite parts there is a 0-regular finite part ρ0 ⊆ µ such that
ρ0 ∈ S0

j = S. Then ρ0 ⊆ f and from (1) f |=0 Fi(x), which is a contradiction.

Now suppose that (1) and (2) are true for every δ < α. We will show that
the assertions are also true for α.
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a) α = β + 1. First we show (1). Let f |=α Fi(x). Then there is v
such that 〈v, x〉 ∈ Wi and (∀u ∈ Dv)((u = 〈iu, xu, 0〉&f |=β Fiu

(xu))∨ (u =
〈iu, xu, 1〉&f |=β ¬Fiu

(xu))). According to the induction hypothesis we ob-
tain τ0, τ1 ⊆ f such that (∀u ∈ Dv)((u = 〈iu, xu, 0〉&τ0 °β Fiu(xu))∨ (u =
〈iu, xu, 1〉&τ1 °β ¬Fiu(xu))). Since one of the finite parts is extending the
other and the forcing relation is monotone, we may assume τ0 = τ1 = τ . Then
from the definition of the α-forcing we obtain that τ °α Fi(x).

The reverse direction is analogous.
Let us now prove (2). The reasoning is analogous to that of the case α = 0.

Let f |=α ¬Fi(x). In order to obtain a contradiction assume that for every
α-regular τ ⊆ f is true that τ 6°α ¬Fi(x), i.e., for every α-regular τ ⊆ f there is
ρ ∈ Rα such that ρ ⊇ τ and ρ °α Fi(x). Consider the set S = {ρ ∈ Rα | ρ °α

Fi(x)}. It is clear that S ≤e Pα and therefore there is an index j for which
S = Sα

j . Let µ ⊆ f be such an α + 1-regular finite part that |µ|α+1 > j. Such
finite part exists as f is regular and α + 1 ≤ ζ. According to the definition of
the α + 1-regular finite parts, there is an α-regular finite part ρ0 ⊆ µ such that
ρ0 ∈ Sα

j = S. Then ρ0 ⊆ f , ρ0 °αFi(x) and form (1) we obtain f |=α Fi(x),
which is a contradiction.

The opposite direction follows directly from (1).
b) α = limα(p). First we prove (1). Let f |=α Fi(x). Then there is a v

such that 〈v, x〉 ∈ Wi and (∀u ∈ Dv)(u = 〈pu, iu, xu〉&f |=α(pu) Fiu(xu)). Then
according to the induction hypothesis, for every u ∈ Dv, u = 〈pu, iu, xu〉 there
is τu ⊆ f such that τu °

α(pu)
Fiu(xu). Since Dv is finite, then there is τ ⊆ f

such that τu ⊆ τ for all u ∈ Dv. As the forcing is monotone τ °
α(pu)

Fiu(xu)
for every u ∈ Dv. Then according to the definition of the α-forcing τ °α Fi(x).

Now suppose that there is τ ⊆ f such that τ °α Fi(x). Then there is v such
that 〈v, x〉 ∈ Wi and (∀u ∈ Dv)(u = 〈pu, iu, xu〉&τ °

α(pu)
Fiu(xu)). Without

loss of generality we may assume that τ is α(pu)-regular for every u ∈ Dv.
Then according to the induction hypothesis f |=α(pu) Fiu(xu) for every u ∈ Dv.
Therefore f |=α Fi(x).

The proof of (2) repeats the proof for the case α = β + 1.
¤

Proposition 3.28 Let f be a regular enumeration. Then f is quasiminimal
over B0, i.e., B0 <e f and for every total set X is true that:

X ≤e f =⇒ X ≤e B0.

Proof. First let us prove that B0 <e f . We know from proposition 3.22 that
B0 ≤e f . It remains to show that f 6≤e B0. In order to obtain a contradiction
assume that f ≤e B0. Then the set R = {τ ∈ R0 | ∃x∃y(f(x) = y&f(x) 6=
τ(y))} is e-reducible to B0. Then there is an index i0 for which R = S0

i0
. As f

is regular there is a 1-regular finite part τ ⊆ f such that |τ |1 > i0. According
to the definition of the 1-regular finite parts, there is a number li0 such that

18



τ0 = τ ¹ li0 either is in S0
i0

or no 0-regular extension of τ0 is in S0
i0
. Since τ0 ⊆ f

it is clear that the first case is impossible. On the other hand we may extend τ0

and obtain the finite part τ1 in such a way, that τ0 ⊆ τ1 and τ1 ∈ R. Therefore
the second case is also impossible. Therefore f 6≤e B0.

Let us now prove the second part of the quasimimality condition.
Let A be a total set such that A ≤e f . Since A is total, then there is a

total function ψ such that 〈ψ〉 ≡e A. Since ψ ≤e f , then there is an i such that
〈ψ〉 = Γi(〈f〉). Now consider the set of 0-regular finite parts

S = {τ ∈ R0 | ∃x∃y1∃y2(y1 6= y2 & τ °0 Fi(〈x, y1〉) & τ °0 Fi(〈x, y2〉)}

The condition selecting the finite parts is r.e. and therefore S ≤e B0. Then there
is a j such that S = S0

j . Let ρ ⊆ f be a finite part such that |ρ|1 ≥ j + 1. Such
a ρ exists, because f is a regular enumeration. Let n0, l0, b0, . . . , nj , lj , bj , . . . be
the numbers satisfying the definition of the 1-regular finite parts for ρ. Then
ρ ¹ lj = µ0

(
ρ¹(nj + 1), S0

j

)
. According to the definition of µ either ρ ¹ lj ∈ S0

j

or none of its 0-regular extensions is in S0
j . Let us assume that the first holds.

Then ρ ¹ lj °0 〈x, y1〉 and ρ ¹ lj °0 〈x, y2〉 for some x and y1 6= y2. Then
f |=0 〈x, y1〉 and f |=0 〈x, y1〉 and therefore ψ(x) = y1 6= y2 = ψ(x) which is not
possible. Therefore none of the 0-regular extensions of ρ is in S0

j .
Now consider the set

S′ =





(τ ⊇ ρ¹ lj) & (∃δ1, δ2 ∈ R0)(lh(ρ) ≥ lh(δ1/2) &
τ ∈ R0 (∀z ≥ lj)(δ1/2(z) 6= ⊥ ⇒ ρ(z) = ⊥) &

∃x∃y1∃y2(y1 6= y2&δ1 °0 Fi(〈x, y1〉) & δ2 °0 Fi(〈x, y2〉))





As above S′ = S0
j′ for some j′ and there is a finite part τ0 ⊆ f such that either

τ0 ∈ S0
j′ or no 0-regular extension of τ0 is in S0

j . Let us assume that the first
one holds and let δ1, δ2, x, y1, y2 satisfy the condition. As ψ is a total function
ψ(x) = y for some y. Without loss of generality we may assume y 6= y1. Then
there is a 0-regular finite part τ1 ⊆ f such that τ1 ⊇ τ0 and τ1 °0 Fi(〈x, y〉).
Therefore lh(τ1) ≥ lh(δ1) and δ1(z) 6= ⊥ ⇒ τ1(z) = ⊥. The last one guarantees
the existence of a finite part τ ′1 such that 〈τ ′1〉 = 〈τ1〉 ∪ 〈δ1〉. Then τ ′1 ⊇ ρ ¹ lj
and τ ′1 °0 Fi(〈x, y〉), and τ ′1 °0 Fi(〈x, y1〉). Therefore τ ′1 ∈ S which contradicts
the property of ρ¹ lj . Thus no of the 0-regular extensions of τ0 is in S0

j′ .
Finally consider the set

R = {τ ∈ R0 | τ ⊇ τ0}.

It is clear that R ≤e B0. All 0-regular finite subparts of f are in R and therefore
〈ψ〉 ⊆ {〈x, y〉 | (∃τ ∈ R)(τ °0 Fi(〈x, y〉)}. For every two finite parts ρ1, ρ2 ∈ R
if ρ1 °0 Fi(〈x, y1〉) and ρ2 °0 Fi(〈x, y2〉), then y1 = y2. In the contrary case the
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0-regular extension τ1 of τ0 having the property lh(τ1) = max{lh(ρ1), lh(ρ2)}
and (∀z ≥ lh(τ0))(τ2(z) = ⊥) is in S′. But this contradicts the property of τ0

which was proved above. Then {〈x, y〉 | (∃τ ∈ R)(τ °0 Fi(〈x, y〉)} ⊆ 〈ψ〉 and
therefore this two sets coincide. But {〈x, y〉 | (∃τ ∈ R)(τ °0 Fi(〈x, y〉)} ≤e B0

and therefore 〈ψ〉 ≤e B0.
¤

Proposition 3.29 Let f be a regular enumeration and α ≤ ζ. Then the fol-
lowing assertions hold:

(1) if α = β + 1, then f (α) ≤e f+ ⊕ P ′α;
(2) if α is a limit ordinal then f (α) ≤e f+ ⊕P<α.

Proof. First let α = β + 1. Recall that f (α) = L+
f(β) , where Lf(β) = {〈y, z〉 | y ∈

Γz(f (β))}. There is a z0 not depending on β such that Lf(β) = Γz0(f
(β)).

Therefore
f |=β Fh(β,z0)(x) ⇐⇒ x ∈ Lf(β) .

Now applying Lemma 3.27 we obtain

x ∈ Lf(α) ⇐⇒ (∃τ ⊆ f)(τ ∈ Rβ & τ °β Fh(β,z0)(x)),

x ∈ N\Lf(β) ⇐⇒ (∃τ ⊆ f)(τ ∈ Rβ & τ °β ¬Fh(β,z0)(x)).

Therefore according to Proposition 3.18 and as the question τ ⊆ f is uniformly
recursive in f+, we obtain that Lf(β) and N\Lf(β) are uniformly e-reducible
f+ ⊕ P ′β . Therefore f (α) ≤e f+ ⊕P ′β .

Now let α be a limit ordinal. Then there is a z0 not depending on α, such
that f (α) = Γz0(f

(α)). Therefore

x ∈ f (α) ⇐⇒ (∃τ ⊆ f)(τ ∈ Rα & τ °α Fh(α,z0)).

According to Proposition 3.18 we obtain f (α) ≤ f+ ⊕Pα. According to Propo-
sition 3.22 Pα ≤e f+ ⊕P<α. Therefore f (α) ≤e f+ ⊕P<α.

¤
From Proposition 3.22 and 3.29 we obtain the following

Corollary 3.30 Let f be a regular enumeration and let α ≤ ζ. Then:
(1) if α = β + 1, then f (α) ≡e f+ ⊕ P ′β;
(2) if α is a limit ordinal, then f (α) ≡e f+ ⊕ P<α.

The following two definitions will be helpful in proving the existence of regular
enumerations.

Let us fix a total function σ, such that for every α ≤ ζ σ(α) ∈ Bα.
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Definition 3.31 Let α ≤ ζ and let α be an approximation of α. We say that τ
is α-complete for σ if

β ∈ Reg(τ, α) ⇒ σ(β) ∈ τ(Bτ
β
).

Now let us fix a sequence of sets of natural numbers {Aγ}γ<ζ such that (∀γ <
ζ)(Aγ 6≤e Pγ).

Definition 3.32 let α ≤ ζ and let α be an approximation of α. We say that
the finite part τ is α-omitting in respect to {Aγ} iff for every β ∈ Reg(τ, α) the
following is true:
If β = δ + 1, δ is the δ predecessor of β and |τ |β = r + 1, then for every p ≤ r

there exist a qp ∈ dom (τ) and a δ-regular finite part ρp+1 ⊆ τ such that
а) ρp+1 °δ Fp(qp) & τ(qp) 6∈ Aδ;
b) ρp+1 °δ ¬Fp(qp) & τ(qp) ∈ Aδ.

Note that, as for all x the assertion x ∈ Aδ ∨ x 6∈ Aδ holds, then the
conditions a) and b) are equivalent to

a′) τ(qp) 6∈ Aδ =⇒ ρp+1 °δ Fp(qp);
b′) τ(qp) ∈ Aδ =⇒ ρp+1 °δ ¬Fp(qp).

If δ = 〈δ0, δ1, . . . , δ〉 is an approximation of δ and δ < α, then we will note the
approximation 〈δ0, δ1, . . . , δ, α〉 of α with 〈δ, α〉.

Now we are ready to prove that the regular enumerations exist.

Proposition 3.33 Let α ≤ ζ and let α be an approximation of α. Then the
following assertions hold:

(1) For every α-regular finite part τ and every y ∈ N there is a α-regular
extension ρ of τ such that |ρ|α = |τ |α + 1, ρ(lh(τ)) = y, ρ is α-omittimg and
α-complete.

(2) For every δ ≺ α, for every δ-regular τ with rank 1 and every y ∈ N
there is a δ, α-regular extension ρ of τ with rank 1 such that ρ(lh(τ)) = y, ρ is
δ, α-omitting and δ, α-complete.

Proof. We will prove simultaneously (1) and (2) with transfinite induction over
α.

a) α = 0. In this case (2) is trivial. Now let us consider (1). Let τ be
0-regular finite part and let y ∈ N. Set ρ to be

ρ(x) =





τ(x), x < lh(τ)
y, x = lh(τ)
σ(0), x = lh(τ) + 1
¬!, x > lh(τ) + 1

Then ρ is a 0-regular finite part satisfying all the desired properties.
b) Let α = β + 1 and let β be the β-predecessor of α. First we prove (1).
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Let τ be α-regular finite part and let y ∈ N. Let also dom (τ) = [0, q − 1]
and |τ |α = r + 1. Note that according to the induction hypothesis for (1), it is
true that for every β-regular finite part θ, every set Z ⊆ Rβ and every y ∈ N the
function µβ(θ ∗ y, Z) has a value. Let us denote nr+1 with q. As τ is β-regular,

then ρ′ = µβ(τ ∗ y, Sβ
r+1) is defined. Then let lr+1 = lh(ρ′). We will construct a

special β-regular r + 1-omitting extension of ρ′. We will define with induction
over p ≤ r + 2 the β-regular finite parts ρp and the numbers qp. Set q0 = lr+1

and ρ0 = ρ′. Assume that for some p < r + 2 the number qp and the finite part
ρp are defined. Consider the set

C = {x | (∃ρ ⊇ ρp)(ρ ∈ Rβ & ρ(qp) = x & ρ °β Fp(qp)}.

Note that

x 6∈ C ⇐⇒ (∀ρ ∈ Rβ)(ρ ⊇ (ρp ∗ x) =⇒ ρ 6°β Fp(qp)).

From the definition of C and Proposition 3.18 we obtain C ≤e Pβ and therefore
C 6= Aβ . Let x0 be the least number such that

x0 ∈ Aβ &x0 6∈ C ∨ x0 6∈ Aβ & x0 ∈ C.

Then set ρp+1 = µβ

(
ρp ∗ x0, X

β
〈p,qp〉

)
and qp+1 = lh(ρp+1).

Now we obtain that ρ′′ = ρr+2 is a β-regular r + 1-omitting extension ρ0.
Set br+1 = lh(ρ′′). Finally set ρ to be a β-regular extension of ρ′′, such that
|ρ|β = |ρ′′|β + 1, ρ(br+1) = σ(α), ρ is a β-omitting and β-complete. Then ρ
satisfies (1) from the theorem. Indeed: from the construction of ρ we obtain
that ρ is an α-regular extension of τ ∗ y and |ρ|α = |τ |α + 1. In order to show
that ρ is α-complete in respect to σ recall that according to Lemma 3.15

δ ∈ Reg(ρ, α) ⇐⇒ δ = α ∨ δ ∈ Reg(ρ, β).

Now fix a δ ∈ Reg(ρ, α). If δ = α (i.e., δ = α) then σ(α) = ρ(br+1). If
δ ∈ Reg(ρ, β), then, since ρ is β-complete finite part, there is a bδ ∈ dom(ρ),
such that σ(δ) = ρ(bδ). Therefore ρ is α-complete.

Now let us prove that ρ is α-omitting. Fix δ + 1 ∈ Reg(ρ, α). Then again
according to Lemma 3.15 either δ = β or δ + 1 ∈ Reg(ρ, β) holds. First let
δ = β. Then as |ρ|α = r + 2, fix a p ≤ r + 1. Consider the finite part ρp+1

and the number qp from the construction. If ρp+1(qp) ∈ Aβ , it follows from the
construction, that ρp+1(qp) is not in the corresponding set C. Now according
to the note made after the definition of C, we have ρp+1 °β ¬Fp(qp). Therefore
the condition (a′) from the definition of the α-omitting holds. On other hand if
ρp+1(qp) 6∈ Aβ holds then ρp+1 is the least β-regular extension of ρp ∗ (ρp+1(qp))
such that ρp+1 °β Fp(qp) and there for the condition (b′) from the definition of
the α-omitting is satisfied.
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If δ + 1 ∈ Reg(ρ, β) then we obtain the omitting conditions from the fact
that ρ is a β-omitting finite part.

Now let us prove (2). Let δ ≺ α and let τ be a δ-regular finite part with rank 1.
1) δ = β. Then δ = β and beside this β is the β-predecessor of δ, α. Let

n0 = lh(τ) and ρ0 = µβ

(
τ ∗ y, Sβ

0

)
. Let also ρ1 be a 0-omitting, β-regular

extension of ρ0, built as above, let b1 = lh(ρ1) and let ρ be a β-complete, β-
omitting extension of ρ1, such that ρ1(b1) = σ(α) and |ρ|β = |ρ1|β + 1. It is
clear that ρ is a 〈δ, α〉-regular finite part with rank 1, which is α-complete and
α-omitting.

2) δ < β. Then according to Lemma 3.6 the β-predecessor of 〈δ, α〉 is 〈δ, β〉
and δ ≺ β holds. Using the induction hypothesis extend τ to a 〈δ, β〉-regular
finite part ρ1 with rank 1, such that ρ1(lh(τ)) = y. Then we extend ρ1 to a
〈δ, α〉-complete and 〈δ, α〉-omitting finite part ρ with rank 1 as in the prove of
(1).

c) Let α = limα(p). Let α = 〈α0, α1, . . . , αn, α〉 and let p0 = µp[αn < α(p)].
As in the previous case let us first prove (1).

Let τ be an α-regular finite part with rank r + 1 and let y ∈ N. It is
clear that τ is an α(p0 + 2r + 1)-regular finite part with rank 1. According to
the induction hypothesis for (2) there is an 〈α(p0 + 2r + 1), α(p0 + 2r + 2)〉-
regular extension ρ0 of τ with rank 1 such that ρ0(lh(τ)) = y. Set br+1 =
lh(ρ0). Again according to the induction hypothesis for (2) we construct a
〈α(p0 + 2r + 1), α(p0 + 2r + 2), α(p0 + 2r + 3)〉-regular extension ρ of ρ0 with
rank 1, such that ρ(br+1) = σ(α) and ρ is 〈α(p0 + 2r + 1), α(p0 +2r+2), α(p0 +
2r + 3)〉-complete and 〈α(p0 + 2r + 1), α(p0 + 2r + 2), α(p0 + 2r + 3)〉-omitting.
Note that 〈α(p0 + 2r + 1), α(p0 + 2r + 2), α(p0 + 2r + 3)〉 = α(p0 + 2r + 3).
Therefore ρ is an α-regular finite part with rank r + 2. It remains to show
that ρ is α-complete and α-omitting. Let β ∈ Reg(ρ, α). Then β = α or
β ∈ Reg(τ, α(p0 + 2r + 3)). In both cases it follows from the construction that
σ(β) ∈ ρ(Bρ

β
).

In order to show, that ρ is α-omitting, let us assume that β = δ + 1. Then
β 6= α and therefore β ∈ Reg(τ, α(p0 + 2r + 3)). As ρ is α(p0 + 2r + 3)-omitting
then it satisfies the omitting conditions in respect to β.

Finally let us show (2). Let δ ≺ α and let τ be a δ-regular finite part
with rank 1. Let y ∈ N and let also pδ = µp[δ < α(p)]. According to the
induction hypothesis for (2), there is a 〈δ, α(pδ)〉-regular extension ρ1 of τ such
that ρ1(lh(τ)) = y and ρ1 has 〈δ, α(pδ)〉-rank 1. Then again according to the
induction hypothesis for (2) we obtain a 〈δ, α(pδ), α(pδ + 1)〉-regular extension
ρ of ρ1, which has rank 1 and for which ρ(b0) = σ(α) holds and which also is
〈δ, α(pδ), α(pδ+1)〉-complete and 〈δ, α(pδ), α(pδ+1)〉-omitting. Then ρ is 〈δ, α〉-
regular extension of τ with rank 1 which is 〈δ, α〉-complete and 〈δ, α〉-omitting.

¤
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Note that from the proof we have that the construction is recursive in the
set

(
⊕

γ<ζ

A+
γ ) ⊕ σ ⊕ Pα.

Now we are ready to prove the main theorem.

Proof of Theorem 1.1 Let us fix an arbitrary approximation ζ of ζ. We will
construct recursively in Q a sequence of finite regular parts {τs} such that
τs ⊆ τs+1 and that the partial function f =

⋃
s τs is a regular enumeration.

Using the previous propositions and some additional reasoning we will see that
the set F = 〈f〉 has the desired properties.

As Q is total and Pζ ≤e Q then according to Lemma 3.6 there are a recursive
in Q function σ(γ, i), such that for every γ ≤ ζ the function λi.σ(γ, i) is enumer-
ating Bγ . Let us fix σ. When constructing the sequence {τs}, we will ensure that
every finite part τs is ζ-regular with ζ-rank equal to s+1, and τs+1 is ζ-omitting
in respect to {Aγ} and ζ-complete in respect to σs = λγ.σ(γ, (s)1) where
s = 〈(s)0, (s)1〉. Let us also fix a recursive in Q enumeration y0, y1, . . . , ys, . . .
of Q.

We begin by setting τ0 to be an arbitrary ζ-regular finite part with ζ-rank
1. Let τs be constructed. Then according to Proposition 3.33 we can obtain
recursively in Q a ζ-regular extension τs+1 of τs, such that τs+1(lh(τs)) = ys,
|τs+1|ζ = |τs|ζ + 1 and τs+1 is ζ-omitting and ζ-complete in respect to σs. Note
that τs+1 is strictly extending τs.

First let us show that f is a regular enumeration.
Note that f is a partial function from N in N, and for every ρ ⊆ f there

is an index s, such that ρ ⊆ τs. Then consider γ ¹ ζ and z ∈ Bγ . Let us
fix an s such big that every ζ-regular finite part with ζ-rank at least s is γ-
regular (such an s exists according to Lemma 3.13). We can also choose s that
z = σ(γ, (s)1) holds. Then as τs+1 has ζ-rank s+2 and is ζ-complete in respect
to σs = λγ.σ(γ, (s)1) we obtain that z ∈ τs+1(B

τs+1
γ ). Therefore f is a regular

enumeration.

Now we show that f (ζ) ≡e Q.
It is clear that f+ ≤e Q. Beside this as f is regular then according to

Proposition 3.29 f (ζ) ≤e f+ ⊕Pζ ≤e Q. From the proof of Proposition 3.22 we
obtain a recursive in f+⊕Pζ procedure which gives us the sequence qs = lh(τs).
It is also true that

y ∈ Q ⇐⇒ ∃s(y = f(qs)),

and f(qs) is always defined. Thus Q ≤e f (ζ) and therefore f (ζ) ≡e Q.

It remains to prove that for every γ < ζ Aγ 6≤ f (γ) is satisfied.
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To obtain a contradiction assume that for some γ < ζ Aγ ≤ f (γ) holds.
Then the set f−1(Aγ) = {x | ∃y (〈x, y〉 ∈ 〈f〉 & y ∈ Aγ) } is also e-reducible to
f (γ). Then there is an index i, for which

x ∈ C ⇐⇒ f |=γ Fi(x).

Let γ + 1 be the γ + 1-predecessor of ζ and let γ be the γ-predecessor of γ + 1.
Let s be so big that every ζ-regular finite part is γ + 1-regular with γ + 1-rank
greater or equal to i (such an s exists according to Lemma 3.13). Then τs+1

is γ + 1-regular and |τs+1|γ+1 > i. As τs+1 is ζ-omitting finite part there is a
q ∈ dom (τs+1) and a γ-regular finite part ρ ⊆ τs+1 such that:

ρ °γ Fi(q) & τs+1(q) 6∈ Aγ ∨ ρ °γ ¬Fi(q) & τs+1(q) ∈ Aγ .

Therefore

f(q) ∈ Aγ =⇒ (∃ρ ⊆ f)(ρ °γ Fi(q)) & f(q) 6∈ Aγ =⇒ (∃ρ ⊆ f)(ρ °γ ¬Fi(q))

Then according to the Truth Lemma (Lemma 3.27),

f |=γ Fi(q) ⇐⇒ q 6∈ C,

which is a contradiction.
¤
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